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Abstract: A 7.6 ns molecular dynamics trajectory of {B@RK1 PH domain in explicit water with appropriate

ions was calculated at 300 K. Spectral densities at 0, wy, and 0.8&y and the model-free parameters

were evaluated from the experimental as well as the simulated data, taking the anisotropic overall motion of
the protein into account. Experimental and simulated spectral densities are in reasonable general agreement
for NH bond vectors, where the corresponding motions have converged within the simulation time. A sufficient
sampling of the motions for NH bonds within flexible parts of the protein requires a longer simulation time.
The simulated spectral densiti@®) andJ(wy) are, on average, 4.5% and 16% lower than the experimental
data; the corresponding numbers for the core residues are about 6%; the high-frequency spectral densities
J(0.87wy) are lower by, on average, 16% (21% for the core). The simulated order paran®tens also

lower, although the overall disagreement between the simulation and experiment is less pronounced: 1% for
all residues and 6% for the core. The observed systematic decrease of simulated spectral density and the order
parameters compared to the experimental data can be partially attributed to the ultrafast librational motion of
the NH bonds with respect to their peptide plane, which was analyzed in detail. This systematic difference is
most pronounced fa#(0.87wy), which appears to be most sensitive to the slow, subnanosecond time scale of
internal motion, wherea¥0) andJ(wy) are dominated by the overall rotational tumbling of the protein. Similar
discrepancies are observed between the experimentally mea@nedaxation parameter&(, R,, NOE) and

their values calculated from the simulated spectral densities. The analysis of spectral densities provides additional
information regarding the comparison of the simulated and experimental data, not available from the model-
free analysis.

Introduction (i) of systematic issues of the appropriate modeling of molecular
motions, solvation, electromagnetic interactions, and magnetic
relaxation, and (iii) of the role of atomic scale dynamics
contributing to the thermodynamic stability of proteins.
Experimentally, the NMR relaxation is caused by fluctuating
magnetic fields surrounding a particular spin. The fluctuation
arises from the reorientation of the entire protein molecule in
solution as well as from local motions. Both the overall and
flocal motions modulate interactions by changing their orientation
with respect to the external magnetic field. Recent advances in
NMR spectroscopy and appropriate analysis make high-resolu-
ion studies of protein dynamics possible (reviewed in ref§)L
15N spin relaxation if®N-labeled proteins has become common
because, first!>N-labeled proteins can be obtained routinely
and inexpensively, and secorfN relaxes about 76% at 600
MHz by dipolar interaction with the attached amide proton and
only 24% by CSA. There are two frequently used approaches

It is generally accepted that a more precise and accurate
understanding of the dynamic properties of proteins would be
of significance in explaining motional contributions to molecular
recognition, catalysis, and protein stability and folding. Proteins
experience a wide range of dynamic behavior in terms of
amplitudes of the motion and the time scale of motion. These
motions vary from small-amplitude bond vibrations to confor-
mational changes with an amplitude comparable to the size o
the protein itself. The time scale of motions ranges from
femtoseconds up to milliseconds and slower. The fast dynamics,
on the nano- to picosecond time scale, are partially accessible
by experimental methods and are subject to simulation by
molecular dynamics calculation. The presence of these motions
contributes to temperature factors in X-ray structures and to
nuclear magnetic resonance (NMR) spin relaxation: the latter
is the most direct way to investigate fast dynamics of proteins ) . .
in their natural liquid environment. A fuller understanding of for the analy5|slof5N spl.n rela}lxatlon rateﬁanand Re, and the
how experiment and theoretical simulation agree and disagreeSteady'StatésN{ H} NOE: the model-free” approactfeSand
is illustrative (i) of the applicability of molecular dynamics ¢ SPectral density mappihgpproach. The model-free ap-
simulations on longer time scales and more complex systems, (1) Wagner, GCurr. Opin. Struct. Biol.1993 3, 748-754.
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proach assumes that the overall and local motions are separableeported in the pa$t?2-35 In almost all cases, comparisons were
and that the corresponding correlation functions decay expo-restricted to experimental and simulated order parameters and
nentially. This approach reduces the number of fitting parameterslocal correlation times. Here we present a comparison of the
and characterizes protein dynamics with easily interpretable simulated and experimentally measured protein dynamics in
parameters, the overall hydrodynamic correlation timegnd terms of spectral densities. This approach seems more straight-
local parameters, correlation timesof), and squared order  forward than the former because the extraction of the micro-
parameters¥) which describe the time scale and amplitude, dynamic parameters from relaxation a3 relies on as-
respectively, of the local reorientational motion of NH bond sumptions and procedures of limited robustness. Spectral
vectors. However, interpretation of these microdynamic param- densities, on the other hand, can be directly derived from the
eters,ti.c and S, as local motions in a protein is not straight- experimentally measured relaxation parameters with minimal
forward, because the nature of the underlying structural fluctua- assumptions, which include the reduced spectral density
tions cannot be directly assessed from the relaxation data. Themethod3®-3°and might require knowledge of the strength of the
analysis of spectral density components is nominally more dipolar interaction and CSA (see Methods section below).
straightforward but does not separate overall molecular motion Calculation of the spectral densities or relaxation rates from
from local contributions directly, and similarly does not directly  the simulated trajectory is performed by using straightforward
illustrate the underlying fluctuations. numerical methods, with simple statistical properties. Therefore,

Molecular dynamics (MD) simulations are capable of provid- it is desirable to have a comparison between MD and NMR
ing a detailed atomic-resolution picture of protein motions in a data on a level of directly experimentally measured param-
simulation, and therefore might prove to be indispensable for eters: relaxation rates and/or spectral densities. Several authors
unraveling the complex nature of internal dynamics observed reported such a comparison for short trajecto¥es.

in a real NMR experimerft-*? In the simulation, the protein , Obviously, the most direct way to compare experiment and
dynamics are obtained in atomic detail by solving Newton's gjmylation would be in terms of the experimentally measured
equation of motion. Current limitations of this approach involve g|axation parameterBy, Ry, andRyoe. Since these parameters
the short simulation times, imprecision of force fields, and gre related to the spectral densities via linear transformations
mcomplete representatlon of electrostatlc and multibody effects. (cf. egs 1), such a comparison is virtually identical to that for
MD simulations are preferred which use all-atom force fields gpeciral densities. The latter approach is chosen here because it
calibrated for proteins, an explicit solvent environment, an s capable of providing individual spectral density components
explicit salt content of the solvent, and no cutoff for electrostatic {at could be directly related to various models of motion. This

i inndl3-18 . L . .
Interactions: kind of analysis is more straightforward than a comparison of

NMR relaxation probes protein dynamics in the same rg|axation rates, because there are contributions to the latter from
subnanosecond and nanosecond time scales as the current MRgyeral spectral densities, often of various magnitudes.

simulations and therefore provides a unique opportunity to
compare experiment and simulation. Recent developments in
computers and computational methods have made it possibl
to extend the MD-simulated coordinate trajectories for a protein
in an aqueous environment beyond the nanosecond limit, to
approach the NMR-relevant time scale. Some examples of long
time scale MD simulations of fully hydrated proteins in their
native state can be found in refs-121. A combined analysis
of NMR- and MD-derived dynamics may provide criteria for
the selection of major modes and models of motion that can be
checked at longer tlme_ scales against other ex_penmental_ datasnuct” Funct. Genetl993 17, 375-390.

A number of comparisons between NMR-derived and simu- — (25) Balasubramanian, S.; Nirmala, R.; Beveridge, D. L.; Bolton)H.

lated spin relaxation data of proteins in solution have been Magn. Reson1994 B104 240-249.

(26) Yamasaki, K.; Saito, M.; Oobatake, M.; Kanaya,Bochemistry
1995 34, 65876601.

(27) Philippopoulos, M.; Lim, CJ. Mol. Biol. 1995 254, 771-792.

(28) Smith, L. J.; Mark, A. E.; Dobson, C. M.; van Gunsteren, W. F.
Biochemistry1995 34, 10918-10931.

In the present study, we provide a comparison of experimental
espectral densities, derived frotPN relaxation data, with those
derived from a 7.6-ns MD trajectory of tiEARK1 PH domain,

a 119-residue protein. This length of a trajectory is similar to
recent long time scale simulatioh%20-3241as the system size

(35 477 atoms) is significantly larger than in the previous MD

(22) Chandrasekhar, I.; Clore, G.; Szabo, A.; Gronenborn, A.; Brooks,
B. J. Mol. Biol. 1992 226, 239-250.
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(7) Clore, G. M.; Szabo, A.; Bax, A.; Kay, L. E.; Driscoll, P. C;
Gronenborn, A. MJ. Am. Chem. S0d.99Q 112 4989-4936.

(8) Peng, J.; Wagner, G. Magn. Reson1992 94, 82—100.
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1994 4, 61-78. (29) Smith, P. E.; van Schaik, R. C.; Szyperski, T.;tfich, K.; van
(10) Bremi, T.; Bruschweiler, Rl. Am. Chem. S0d.997, 119, 6672 Gunsteren, W. FJ. Mol. Biol. 1995 246, 356—365.
6673. (30) Ishima, R.; Yamasaki, K.; Saito, M.; NagayamaJKBiomol. NMR
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(31) Fushman, D.; Cahill, S.; Cowburn, D.Mol. Biol. 1997, 266, 173~
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(32) Chatfield, D. C.; Szabo, A.; Brooks, B. R.Am. Chem. So4998
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(14) Steinbach, P. J.; Brooks, B. Rroc. Natl. Acad. Sci. U.S.A996 Mol. Biol. 1998 280, 879-896.
93, 55-59. (34) Wong, K.-B.; Daggett, VBiochemistry1998 37, 11182-11192.

(15) Ibragimova, G. T.; Wade, R. ®iophys. J1998 74, 2906-2911.

(16) York, D. M.; Yang, W.; Lee, H.; Darden, T.; Pedersen, L.JG.
Am. Chem. Sod995 117, 5001-5002.

(17) Fox, T.; Kollman, P. AProteins: Struct., Funct. Genet99§ 25,
315-334.

(18) Pfeiffer, S.; Fushman, D.; Cowburn, Broteins1999 34, 206—
217.

(19) Duan, Y.; Kollman, P. ASciencel998 282 740-744.

(20) Radkiewicz, J. L.; Brooks, C. L. 1. Am. Chem. So200Q 122
225-231.

(21) Li, A.; Daggett, V.Protein Eng.1995 8, 117-128.

(35) Buck, M.; Karplus, MJ. Am. Chem. S0d.999 121, 9645-9658.

(36) Mandel, A. M.; Akke, M.; Palmer, A. G. [I. Mol. Biol. 1995 246,
144-163.

(37) Fushman, D.; Cowburn, D. IMethods in Enzymologylames, T.,
Schmitz, U., Doetsch, V., Eds.; 2000; in press.

(38) Ishima, R.; Nagayama, Biochemistry1995 34, 3162-3171.

(39) Farrow, N. A.; Zhang, O.; Szabo, A.; Torchia, D. A.; Kay, L.E.
Biomol. NMR1995 6, 153-162.

(40) Brunne, R. M.; Berndt, K. D.; Guert, P.; Withrich, K.; van
Gunsteren, W. FProteins1995 23, 49-62.

(41) Kazmirski, S. L.; Daggett, VJ. Mol. Biol. 1998 284, 793-806.



Spectral Densities for th8ARK1 PH Domain

simulations?? The analyzed length of the MD trajectory is 6
ns. The protein is the extended pleckstrin homology (PH)
domain of theS-adrenergic receptor kinase-£ARK1), also
known as G-protein-coupled receptor kinase-2 (GRK2). The
PARKL PH domain is an especially suitable system for the study
of protein dynamics because of its multiple structural features.
The structure has been solved recently by high-resolution NMR
and shows the fold and topology of PH doméfasugmented

by other features. It comprises sev@pstrands forming a
p-sandwich flanked on one side by the C-terminahelix.
Compared to other reported PH domain structures, the C-
terminus of theBARK1 PH domain construct is extended by

J. Am. Chem. Soc., Vol. 123, No. 13, 2023

these spectral densitiek0) andJ(wn), are rather tolerant to small errors
in d? or ¢ values. According to the reduced spectral density ap-
proach3®3°the following two alternate methods were used in order to
relate the high-frequency components of the spectral density in eqs 1:
(1) I(wn) ~ I(0.87wy) ~ J(0.921wy) and (2)I(w) O Liw? for w ~ wn.
These assumptions, called methods 1 and 2 in ref 39, yield lower and
upper bounds fod(0) andJ(wn) but have no effect on the values of
J(0.87wy) directly determined from the experimental data according
to eq la. This derivation af{0.87wy) does not involve any assumption
about the values of? or 2

(2) Characteristics of the Overall Motion. The relaxation data for
the JARK1 PH domain were analyzed by using the anisotropic overall
rotational diffusion model. Axial symmetry was found to be a good

affinity of the SARK1 PH domain binding to the g subunit
of the heterotrimeric G-protein famif. This C-terminal part
appears to be very flexible, and the extended C-ternoirfaelix

behaves as a molten helix.

Materials and Methods

(A) Protein. The JARK1 PH domain construct used in this study is
the same as that used in the NMR structural and dynamic sttfdies.
Residue numbering is offset by551 compared to that of the natural
sequence gfARK1;% the SARK1 PH domain described in this paper

the principal component&), andD. Orientation of the principal axes

of the diffusion tensor with respect to the protein coordinate frame is
given by the set of Euler anglesp, ©, andW. W is treated as zero
for the assumed axial symmetry. The remaining two angles were
determined, together witB, and D, from the analysis of th&/R»

ratio for those residues belonging to the well-defined protein core. The
procedure is described in ref 47.

The first snapshot of the analyzed MD trajectory=(1.6 ns) was
taken as the structural model. Of the 55 core residues reliably observed
in the relaxation experiments, residues K16 and 173 were excluded from
this analysis because of the contribution to relaxation from conforma-

(G1 through S119) corresponds to residues G556 through S670 in ourtional exchange, as inferred from tie/R, values for these residues

previous study?

(B) Relaxation Data and Analysis.Protein preparation, experi-
mental conditions, and the sets'@fl relaxation experiments performed
(Ri, Ry, and steady-statéN{'H} NOE) are from ref 43. The analysis
of the >N relaxation data was performed in two ways: using spectral
density mapping and using “model-free” analysis.

(1) Derivation of Spectral Densities from Experimental Data.The
spectral densitieg(0), J(wn), andJ(wn) were determined directly from
the relaxation datdg;, R,, andRyog, by using the standard expressitins
and the reduced spectral density appro&éhThe following expres-
sions were used:

Jwr0870,) = PIw) = 2Y (1 - RpdR,  (1a)
5v4
3 (R, — 73(0.921w,))
Inlon) = o) = o @
Jn(0) = 673(0) = 2 R~ Sdlew) »

41+ cHd?)

whered = (/l()/4.7[)(j/Nj/Hh)/(4.7ﬂ'NH3), C=— |wN|(o|| - 05)/3, I'nH is the
internuclear'>N—'H distance, ¢ — or) is the anisotropy of théN
chemical shift tensor (CSA), yn, wn, andwy are the gyromagnetic
ratios and resonance frequencies of the nuclei, land Planck’s
constant. All calculations assumg — op = —160 ppm andyy =

1.02 A. The spectrometer frequency was 600 MHz. Those residues
subject to conformational exchange in a millisecond to microsecond
time scale were excluded from the derivationJ@), eq 1a, because

being more than two standard deviations above the mean.

(3) Model-Free Analysis.The model-free parameters characterizing
local protein dynamics were derived from the relaxation data for each
amide group by using standard protoctiihose residues belonging
to the well-defined protein core were treated assuming anisotropic
overall rotational diffusion with the parameters described above.
Residues in the flexible loops and in the termini, where the backbone
structure (hence the NH bond orientation) is ill-defined, were treated
by using the isotropic rotational diffusion model.

These analyses were performed by using locally written programs
DYNAMICS and R2R1.

(C) MD Simulations. The MD simulations were performed with
AMBER version 5.8°%by using the AMBER all-atom force field with
the parameters from Cornell et®£? The TIP3 water modét was
used. The starting structure of tidRK1 PH domain was immersed
into a rectangular water box containing charge-balancing counterions
(6CI") and explicit salt ions (6Ng 6CI") corresponding to a salt
concentration of 27 mM NaCl. These salt ions reproduced the number
of ions per protein molecule used in the NMR sampleSARK1 PH
domain. The system of 35477 atoms was energetically equilibrated
and then simulated for 7.6 ns at 300 K according to the details given
elsewheré? Coordinates were stored every 0.1 ps, resulting in 76 000
snapshots. The trajectory was generated on an Origin2000 system (SGI)
and required an elapsed time of 8 months (CPU tirfemonths) using,
on average, eight R10000 processors. A second protein MD simulation
was performed over a time of 20 ps, storing the coordinates after every
integration step (of 2 fs), the starting structure of which was the last
snapshot of the 7.6 ns MD trajectory.

(47) Fushman, D.; Xu, R.; Cowburn, Biochemistry1999 38, 10225~

10230.
(48) Fushman, D.; Cahill, S.; Cowburn, D.Mol. Biol. 1997, 266, 173~

the measured transverse relaxation rates for these residues are affectetP4-

by this phenomenon. The spectral densities defined here differ from
the conventional spectral densitid&y), by the factoid2. This derivation

of J(w)'s does not directly require knowledge of the strength of the
dipolar interaction (NH bond length), except for tt#d? ratio in eqs

(49) Pearlman, D. A.; Case, D. A.,; Caldwell, J. W.; Ross, W. S.;
Cheatham, T. E., lll; DeBolt, S.; Ferguson, D.; Seibel, G.; Kollman, P.
Comput. Phys. Commu995 91, 1-41.

(50) Case, D. A.; Pearlman, D. A.; Caldwell, J. W.; Cheatham, T. E.,
IIl; Ross, W. S.; Simmerling, C. L.; Darden, T. A.; Merz, K. M.; Stanton,

1b,c; the latter is small, about 0.3 at the frequency used, and thereforeR. V.; Cheng, A. L.; Vincent, J. J.; Crowley, M.; Ferguson, D. M.; Radmer,

(42) Daggett, V.Curr. Opin. Struct. Biol.200Q 10, 160-164.

(43) Fushman, D.; Najmabadi-Haske, T.; Cabhill, S.; Zheng, J.; LeVine,
H., Ill; Cowburn, D.J. Biol. Chem.1998 273 2835-2843.

(44) Koch, W. J.; Inglese, J.; Stone, W. C.; Lefkowitz, RJJBiol.
Chem.1993 268 8256-8260.

(45) Benovic, J. L.; Stone, W. C.; Huebner, K.; Croce, C.; Caron, M.
G.; Lefkowitz, R. J.FEBS Lett.1991, 283 122-126.

(46) Abragam, A.The Principles of Nuclear MagnetisnClarendon
Press: Oxford, 1961.

R. J.; Seibel, G. L.; Singh, U. C.; Weiner, P. K.; Kollman, P.AMBER
5; University of California: San Francisco, 1997.

(51) Cornell, W. D.; Cieplak, P.; Bayly, C. |.; Gould, I. R.; Merz, K. M.
J.; Ferguson, D. M.; Spellmeyer, D. C.; Fox, T.; Caldwell, J. W.; Kollman,
P. A.J. Am. Chem. S0d.995 117, 5179-5197.

(52) Kollman, P. A.; Dixon, R.; Cornell, W.; Fox, T.; Chipot, C.; Phorille,
A. In Computer simulations of biomolecular systelivikinson, A., Weiner,

P., van Gunsteren, W. F., Eds.; 1997; Vol. 3, pp-88.

(53) Jorgensen, W. L.; Chandreskhar, J. D.; Madura, J. D.; Imprey, W.;

Klein, M. L. J. Chem. Phys1983 79, 926-935.
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As a model for the interactions between bond vibrations and bending sion for the correlation function of the overall motion, and the product
motion of NH bonds and the influence of the integration step size, a is then analytically Fourier transformed to provide values of spectral
short peptide of six alanyl residues was simulated in water without densitiesJ(w), at relevant frequencies (eq 5a, below). This approach
salt for 500 ps, using the same equilibration procedure and simulation to calculation of spectral densities using parameterization of the
parameters. Three different model MD simulations were carried out: correlation function has two advantages over a direct Fourier trans-

(1) with an integration step of 2 fs using the SHAKE algorittino formation of the “raw” correlation function derived from a MD
keep bond length constant; (2) with an integration step of 1 fs using trajectory. First, the fitting procedure is less sensitive to noise present
SHAKE; and (3) with an integration step of 1 fs without SHAKE. in the “raw” data. Second, and probably more importantly, this approach
(D) Simulated Correlation Functions. To remove the overall helps circumvent several problems related to the limited length of the
motion, snapshots were superimposed onto the starting structure of thetrajectory. It accommodates the overall hydrodynamic rotation of the
production run { = 1.6 ns) by using the backbone atoms N, @nd protein, which otherwise cannot be simulated accurately with the finite
C' of the secondary structure elements as determined from the solutionlength of the trajectory and the confines of the solvent box. Moreover,
structure ofJARK1 PH domain. The autocorrelation functi@pc(t) the limited length of the trajectory limits the minimal available

describing the internal motion of the NH bond vectors is defined as frequency forJ(w) derived by a direct Fourier transformation. With
. the maximal time range of 600 ps for a robust determinatio@(),
the point-to-point resolution in the frequency domain available from
Cosl) = POt + )= 5 D (¥ @0T @)t MD deta i imited ta, = D/(600 ps)~ 2r(265 Mz, which
IMI=2 is less than 0.8%y but still significantly more thamy. Thus, one would
expect that onlyJ(0.87wy) could be reliably determined from a direct
Fourier transformation of the correlation function. A trajectory at least
4.4 times as long as the current one is then required to achieve the
frequency resolutionaimin < wn) Necessary for an accurate determi-
nation of J(wn) by a direct Fourier transformation of the “raw”
correlation function. The parameterization of the correlation function
introduced here helps solve this problem and deter@{@eandJ(wn)
despite the limited size of the trajectory. This then permits calculation
of J(w) for virtually any w, appropriate to the time scale of the
Aot simulation.
§ = Cp@) =— '; | Y0 (0.0)F (1) Parameterization of the Correlation Function: Simulated
S =2 Correlation Times and Local Order Parameters. The correlation
_47T 1 2 function of local motion can be modeled by a weighed sum of
T 5 w;;ﬁf\(z’v‘(e"d") dt| ®) ]?xponential decays. The model function used here has the following
- orm:

where u(t) is the orientation of the interatomic vector at tihes
measured in the molecular frame, drgis the second-rank Legendre
polynomial.

(E) Generalized Order Parameters Assuming that the simulation
time has been sufficiently extended to reach the long-term limit of the
correlation function,Cic(t = Tmp) = Cioc(0), the values of order
parameters can be calculated as the following time (equilibrium)
average:

whereTyp is the total length of the simulation. Equation 3 assumes a
constant length of the NH bond vector, as provided by the SHAKE ¢_1)=15,.2+ (1 — 2 ex - + §%1 — S9 exf —1| +
algorithm. When taking the bond length explicitly into account, eq 3 7, T

has to be modified:

s's'a-sh e 1) @

< 47rm a2 ]2M(01¢)&
5 NH szl o3 The parameterization was performed by a least-squares fitting procedure
h NH based on a constrained minimization, where the relati&nsg =
At o 1 You(Oud) ) S25282 and 7, < 11 < 75 were used as constraints during the
= gmNH al r; l'l'_f—3 | (32) optimization. Here 32, S?, andS? are the squared order parameters
IM=2 "MD 'NH andz,, 7t , andzs are local correlation times corresponding to an ultrafast

) ) (“u”), fast (“f"), and slow (“s”) time scale of the simulated motion.

Uncertainties of the order paramet&awere determined by using the  The three-exponential form fa€o«(t) was needed for an accurate fit
jackknife procedure with blocks of 500 ps length, to allow a block  of the MD-calculated correlation functions. It does not correspond to
length greater than the expected correlation tifi€der parameters  the classical model-free approdchr to the extended model-free
for motions on different time scales of the simulated motion were approach. The ultrafast time scale of motion was introduced in order
obtained by least-squares fits of the correlation functions as describediy account for the typical initial drop of such correlation functions,
below. ] and such ultrafast motiongy( < 0.1 ps) are beyond the currently

In general, order parameters can also be obtained by randomayajlaple range of sensitivity of NMR relaxation methods. Such
permutation of the time-ordered values of a quantity (i.e., scrambling) processes obviously reduce any observed order parameter, but the time
before calculation of the correlation function. A resulting correlation gcgle is experimentally inaccessible. The valuelgf were determined
function starts at 1 but drops immediately to its mean value, which by using eq 3 as described above. UncertaintieSigft) were derived
corresponds to the order parameter. Values of order parameters for the,y ysing the standard deviations of the scrambled correlation function
NH bond vecpor orientations obtained in this way are virtually the same except for the time-zero point, which has a value of 1 and no associated
as those derived from eq 3. - i ] uncertainty, by definition. The standard deviations of the scrambled

(F) Caleulation of Spectral Densities from MD Simulation. The correlation function calculated over the first and the last few picoseconds
approach described here is directed to making the most effective Useyf the total time interval were used to construct a linearly increasing
of the simulation, robus_tly d_er_iving value_s from it, anq comparing it error estimate for theCio(t). The error increases by 3 orders of
to experimental data \{v_lth minimal modellng assumptions. magnitude fronCiec(0) t0 Cioe(Twp). The time interval of 600 ps used

The spectral densities are derived here as follows: First, the o the parameterization of the correlation function is much shorter
autocorrelation function of the NH bond motion, calculated by using ' thanT,,. This error definition does not require a predefined knowledge
eq 2, is parameterized (see eq 4 below) to allow subsequent steps inyf the internal correlation times. This somewhat empirically chosen
the calculation to be performed analytically. Second, this correlation gyror profile will overestimate, rather than underestimate, the statistical
function describing local motion is multiplied by an analytical expres- uncertainty from the calculation dBec(t) because the influences of

(54) Ryckaert, J. P.; Cicotti, G.; Berendsen, H. J.JCComput. Phys. rare transitions or nonstochastic processes on the profiigf) are
1977 23, 327-341. not contained in the error estimates derived from the scrambled

(55) Quennouille, M. HBiometrical1956 43, 353-360. correlation function. These estimated uncertainties were used in a
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standard error propagation metfibi order to derive uncertainties of  1/NyN,|AA — AA|.56 This (first moment) approach is less sensitive to
the fitted parameters. The inclusion of more time data points into the the tails of the observed distribution than the approaches based on the
fit improves the precision of the correlation time for the slow time higher moments.

scale but decreases the precision of the parameters describing the fast The linear correlation between the experimental and simulated data
processes. Therefore, the fit was performed in two steps. In the first sets was calculated. The statistical significance of the correlation is

step, we used only the first 3100 ps (106-1000 data points) dBioc(t)
in order to deriveS?, S?, u, andzs with the highest possible precision.

estimated as that of the observed slope in the correlation, by testing
the null hypothesis that there is no correlation (i.e., zero slope). Both

The obtained parameters together with the uncertainties were used inthe experimental and simulated data sets are subject to uncertainties in

the second step as additional constraints. In this step, 600 @sc(f

data determination, so this approach is expected to provide a more

were included in the optimization. This corresponds to 6000 data points robust estimate of the significance of the correlation than the conven-
for Cioc(t). This time range for the correlation function was selected as tional one based on Pearson’s correlation coefficient. Practically, the
one-tenth of the total analyzed trajectory, to provide at least 10-fold statistics are computed as the probability of a nonzero, characterized

sampling for the slowest processes depicted by calcul@tg().
Uncertainties of the finally fitted correlation times and order

by thet-statistics determined @s=slope/error(slope), and computed
by using standard techniques designed (e.qg., ref 56).

parameters were assessed by a Monte Carlo procedure using the inverse Further quantification of the agreement on a per residue basis was

covariance matrix approach agtiboundaries$® Five hundred statistical
events with parameters within thig¢ boundaries were analyzed for error
estimation.

(2) Simulated Spectral DensitiesThe relevant spectral densities,
J(0), J(wn), and J(0.87wy) were determined by using the fitted
correlation times, 1, 7s) and order parameter§{, S?, S?) for the
local motion. The effect of the overall motion of the protein was taken
into account by assuming axially symmetric or isotropic rotational
diffusion; the corresponding correlation functions can be found, e.g.,
in ref 57. In the case of an axially symmetric overall tumbling, this
resulted in the following functional form for the spectral density
function:

Jyo(®) = 0.1d%(3 co 6 — 1)*j(w,7,) + 3 sirf 6 j(w,7,) +
3sirt 0 j(w,73)] (5)
Here,rfl = 6D, 1’271 =5Dg + Dy, ‘[371 = 2Dy + 4D, 0 is the angle

between a given NH vector and the unique principal axis of the diffusion
tensor, and

r

. _ e2c2a2 Tk o2 Tu
(0m) =88 15 ()2 (mk)2+ 1-5 )—1+ )
204 _ o2 T 221 _ o2 T's
S8 S-S s 69

With 7'u,6,s 1 = Tuts T+ 7t (K= 1, 2, or 3). The principal values and
the orientation of the unique principal axis of the overall rotational
diffusion tensor were derived from the analysis of i spin relaxation
data, as described above. In the case of isotropic rotational diffusion,
Dy=Dp =D, 11 = 72 = 73 = 7. =1/(6D), eq 5 reduces to

Jup(@) = 2/5)F j(,7)

performed by using-score valuesz = (A®® — A/a;, whereo; =
[(0i®P? + (0i¥M)?]12 s the standard deviation due to both experimental
and simulation uncertainti#’in A.. Here we assume that the observed
values ofA*® and As™ are drawn from normal distribution functions
with the mean values corresponding to the true valdg3P andA;,s™,

of these parameters for a particular residuend the standard deviations
determined by the uncertaintie$*® and o™ This approach tests the
null hypothesis that for residuethe true experimental and simulated
values ofA are indistinguishable versus the alternative hypothesis that
they are different. These distributions, assumed normal, could have
different standard deviations due to differences in the methods of
determination (experiment vs simulation). Moreover, the parameters
of these distribution functions (mean and standard deviation) could vary
from residue to residue; therefore, the comparison is meaningful on a
per residue basis. According to the null hypothesis,ztseore value

z for each residue is then normally distributed with zero mean and
unit standard deviation. The hypothesis can then be tested for each
residue by using standard methods by computing the probabilzy

that a value of could occur by chanceP(z) = P(z= |z|) + P(z <

—|z|) = 2 erfc(z/2Y?). In addition, this null hypothesis could also be
tested on the overall level (for all residues simultaneously), since the
overall zscore,Z = 3 ,z/N¥2, should then be normally distributed
with zero mean and unit standard deviation. For this latter test, to reduce
the effect of outliers, we also comput®{z) by using a 10% trimmed
data set.

Results and Discussion

(A) Quality of the Simulated Trajectory. (1) Equilibration
of the MD Trajectory. The energetic and thermodynamic
equilibrium of the MD trajectory was considered by monitoring
the energy terms of the force field as well as the root-mean-
square deviation (rmsd) values and displacements of coordinates
with respect to the starting structuretat 0. The potential and
kinetic energy terms remained essentially constant. However,

Uncertainties in the spectral densities were assessed by using 500, inspection of single energy terms, namely the electrostatic

synthetic data sets obtained from eq 5, using randomly distributed values

for S2, S§% S 7, 11, and ts within their standard deviations as
determined from the Monte Carlo simulations.

(G) Statistical Comparison of the Experiment and Simulation
The agreement between the experimental (“exp”) and simulated (“sim”)
data sets for a particular parametefA = <, J(0), J(wn), or J(0.87ww))
is analyzed here by addressing the following issues: (1) statistical
significance of the observed differencA#y = A®® — A on a per

and van der Waals energy between the protein and ions, as well
as between the protein and the solvent, showed that a thermo-
dynamic equilibrium had not yet been reached. The equilibration
is retarded by the presence of numerous charged side chains of
the protein and their interaction with the ions in the solvent.
Details of the equilibration and the behavior of the ions during
the first 4 ns of the simulation are described in detail

residue basis and (2) correlation between site-specific variations in the elsewherd® The average backbone structure of the MD trajec-

experimental and simulated data along the backbone.

The central tendency of the differencA#y was characterized by
the median and its 95% confidence interval, calculated by con-
sidering a distribution oN ranked valu€e® (see also ref 58). In addi-
tion, the width of the distribution of the differenceSA around
the mean was characterized by the mean absolute deviaiey =

(56) Press, W. H.; Teukolsky, S. A.; Vetterling, W. T.; Flannery, B. P.
Numerical Recipes in G@Cambridge University Press: New York, 1992.

(57) Woessner, DJ. Chem. Phys1962 37, 647—654.

(58) Philippopoulos, M.; Mandel, A. M.; Palmer, A. G., Ill; Lim, C.
Proteins1997, 28, 481-493.

tory, calculated over the last 6 ns of the simulation time, differs
by up to 3 A from the starting structure in terms of displace-
ments. The thermodynamic equilibration undergone during the
first 1.5 ns is also visible from the atomic rmsd values and
displacements with respect to the starting structure in Figure 1.
The rmsd values for the core backbone atoms rapidly plateau

(59) The estimate of the mutual standard deviatipassumes that the
experimental and simulated values/fare independent. The presence of
any correlation between them will affect the actualalues and thus the
z-scores.



3026 J. Am. Chem. Soc., Vol. 123, No. 13, 2001 Pfeiffer et al.

D [A]

RMSD, D [A]

Time [ns] Residue

a: rmsd(core) Figure 2. Displacements of the backbone N atoms with respect to the
b: displacement(1-104) L.
¢: displacement(all) average structure (after superposition of the backbone*Na@l C
atoms of the core residues) observed in the present MD simulation
(solid line) and in the ensemble of the 20 lowest-target-function NMR
structures (PDB access code 1bak) (dashed line). In the case of the
NMR solution structure, the ensemble includes 20 structures, while
the structure ensemble of the MD simulation comprised 1200 structures
taken in equidistant time steps over the last 6 ns of the simulation time.

Figure 1. Backbone RMSD values (a) with respect to the starting
structure and displacemeni, (b, c) as a function of simulation time.
The RMSD values were obtained for the core residues only, while the
displacements represent data calculated (b) for residues04,
excluding the flexible C-terminus, and (c) for the entire backbone
(residues +119). The structures were superimposed by using the
backbone atoms N,‘Cand C of the residues belonging to the protein  amplitude of the rearrangement is small (only 0.5 A increase
core, as defined for th§ARK1 PH domain in ref 43. for the entire protein core) but correlated for a number of
. . residues.
at approximately 1 A. Beyond 1.5 ns, the rmsd vaIues_|ncre§se (2) Comparison with the Ensemble of NMR Structures.
to 1.5 A on average and decrease to 1.2 A after 6 ns simulation Figure 2 provides a comparison between the structural diversity
time. The displacements for the fragment including the 100ps \ithin the ensemble of the NMR solution structures of the
but excluding residues 168419 in the flexible C-terminus — gARK1 PH domain and the simulated atomic fluctuations.
beyond the C-terminat-helix reach a stable plateau around  qualitatively, the structural diversity of the NMR structure set
3.2 A after approximately 1.5 ns. The region of relatively stable corresponds quite well to the flexibility of the backbone of the
rmsd from 1.6 to 7.6 ns was used for analysis. The displacementssARK1 PH domain that was simulated without any experimental
including all residues of the protein increasest A during the constraints. Exceptions are the termini and f8#34 loop
first nanosecond but show strong oscillations over the entire (residues in the vicinity of A45), where the MD simulation
simulation. While these characteristics are different from shows less flexibility than the NMR conformers suggested. On
previous simulations (e.g., of compact globular proteins), they the other hand, the secondary structure elements of the protein
are not unexpected for a protein with an experimentally appear slightly more rigid in the NMR structure than in the
determined structure which is partially disordered. The maxi- MD simulation. The corresponding displacements of the NMR
mum displacement, including all residues is nearly 10 A. The structural ensemble in Figure 2 are on average 0.25 A smaller
flexibility of the C- and N-termini of thgsARK1 PH domain than those for the simulated conformations.
renders the deconvolution of the overall reorientation of the  (3) Effect of SHAKE on Simulated Order Parameters.The
molecule usingall residues inaccurate. Therefore, only the NH bond vectors in the 500 ps MD simulations of the alanine
protein core was used for the alignment. heptapeptide were transformed into the residue-fixed frame,
which will be described later in detail. Subsequently, the order
parametersS;,2 were determined by using eq 3. The analysis
of 500 ps MD simulations with and without SHAKE revealed
that the bending and torsion motional modes of amide NH bonds
are influenced by the inhibition of the bond stretching using
SHAKE. The order paramete8? simulated without SHAKE

Figure 1 shows the relatively slow rearrangements of the loops
and the termini of thggARK1 PH domain during the thermo-
dynamic equilibration in a very flat energy landscape. The
starting structure for the simulation was derived from NMR data
by using a distance geometry algorithm that included neither

an explicit force field nor chargeg. Thus, adjustmen.ts of a few are on average 0.005 smaller than values derived using SHAKE.
angstroms are expected, especially when a protein SCQUENCe;is difference is significant, with uniform uncertainties$?
comprises numerous charged residues in flexible segments. In )

" . i f 0.002. U tainties iSip2 btained by the jackknif
addition, the counterions placed in the solvent near the charged0 ncertainties i,” were obtained by the jackknife

. h i al . h procedure using a block size of 10 ps. When taking the NH
residues of th$ARK1 PH domain also require a certain amount 4 length explicitly into consideration by using eq 3a for the
of time to equilibrate as an ionic solutiddThe slight increase

calculation ofSp?, the difference is even more obvious, reaching
and subsequent decrease of rmsd values for the backbone ofy 51 \without SHAKE, the average bond length increases by
the protein core between 1.5 and 6 ns visible in Figure 1 can g 504 caused by the anharmonic stretching vibration. In this
be attributed to a rearrangement of hstrands34—/47 with case, averaging over different powers f; leads to the
respect to each other. This global conformational change wasgaqditional decrease &i,2 calculated by using eq 3a compared
revealed by evaluating rmsd values of different subsets of to the values obtained by using eq 3. However, considering
residues of the protein core. The time-dependent rmsd valuesyncertainties in the NMR-derived order parameters, the effect
calculated fop31—/33 and then-helix, as well as those calculated  of SHAKE on the simulated order parameters of NH bond vector
for 81—/33 alone, did not show the increase between 1.5 and 6 orientations is negligible. As expected, there was no systematic
ns. However, time-dependent rmsd values calculateg4er difference in simulated order parametegg? obtained with

B7 including or excluding the:-helix, as well as rmsd values integration step sizes of 2 and 1 fs using SHAKE. The randomly
for f1—47, did show a profile similar to that in Figure 1. The distributed differences if,? are on average & 10~* + 0.004.
profile is caused exclusively by changes withfid—/37. The For comparison, the averaday,? values obtained by using



Spectral Densities for th8ARK1 PH Domain J. Am. Chem. Soc., Vol. 123, No. 13, 2127

SHAKE for the alanine heptapeptide and for {f&RK1 PH
domain (over 6 ns) are 0.92%0.002 and 0.926+ 0.005,
respectively. These results suggest that the calculated librational
motions of the NH vector are intrinsic to the peptide plane itself,
independent of structure and size of the polypeptide chain in
the AMBER simulations.

(4) Statistics of Motional Events. For sufficiently long
simulation time, the calculated values of order paramé&gss
should not depend on the time window of the calculated MD
trajectory. To test this, we calculat&hp? values by dividing
the trajectory into equal time windows of various lengths,
ranging from 100 ps to 1 ns. The order parameters were
calculated separately for all time windows and subsequently
averaged over the windows of equal length. These order
parametersS,in2, are depicted in Figure 6d (below). In general,
the calculated values decrease with increasing time-window size,
especially in the loops and at the flexible part C-terminal to the
a-helix. For residues within secondary structure elements, the
standard deviation of the different values %2 is basically
within the uncertainties of the order parametyig? determined
over the entire MD trajectory, indicating that the trajectory
length was long enough to provide sufficient sampling for these i
parts of the protein. This does not hold, however, for the less Residue
structured parts of the protein, in particular the logd432, Figure 3. Amplitudes and correlation coefficients of the backbone
B34, B5I6, andS7/o, as well as for the C-terminal segment dihedral angle fluctuations: (a,b) standard deviationspoéind y;
of the BARK1 PH domain. correla'tlon coefficient (c) f_or the adjacent residues,, and @i

(B) Overall Characteristics of the Simulated Backbone  Pelonging to the same peptide plane, and (d) for the same resjdue,
Dynamics. We describe the overall characteristics of the andy.
simulated backbone dynamics of tf&RK1 PH domain in
terms of dihedral angle fluctuations and reorientation of the NH
bonds resulting from the dihedral angle fluctuations.

(1) Dihedral Angle Fluctuations from MD Simulation. A
large amount of positional fluctuation is attributed to changes
in dihedral angles. Changes in thieangles of thgJARK1 PH
domain are restricted to narrow intervals: the fluctuation - .
amplitudes for individual residues range from&®11.7, with and y; angles reflects the overall rigidity of an-helical
an average value of &8The peptide units undergoing the second_ary structure compared i-aheet s'Fry cture.
largest fluctuations i are M14, L37, R40, L50, 163, and K64. . In this context, rare dihedral angle transitions are frquently
The mean values of the angle for individual peptide planes discussed, but a generally accepted definition of what is rare

are characterized by the mean of 1794nd the standard does not e>_(ist_. In addition, an observed transition (1) can be
deviation of 4.6. fast or continuing, (2) can be single, or there and back, (3) can

have a small or large amplitude, and (4) can be correlated or
anticorrelated with other transitions. These characteristics effect
how a “rare” transition is reflected in simulated parameters, such
as order parameter® or correlation functions of NH bond
vectors. Due to this lack of a clear definition of rare transitions,

std(®), [

std(¥), []

C(¥,,®)

C@,¥)

the characteristic hydrogen bonds. The correlation coefficient
for the fluctuations of they and¢ angles of the same residue
(¢i,1) shows no trend except for tlhehelix and the beginning

of the C-terminal extension of th@ARK1 PH domain. Here,
the backbone dihedral angle fluctuations for a particular residue
are also anticorrelated. The additional anticorrelation ofgthe

The fluctuations in thep andy dihedral angles are much
larger. The amplitudes in terms of standard deviations are given
in Figure 3. Fluctuation amplitudes are lower in elements of
secondary structure<@B0°) and increase in loops and termini
(to 8C°). In general, they dihedral angles exhibit a greater . o .
variation than thep angleeépwithin flexible regions of the protein. we d.o not report or discuss this issue for f&RK1 PH domain
The correlation coefficientS(yi—1,¢) and Cpi,yi) are depicted in this paper. .
in Figure 3c and d. Most residues show a striking anticorrelation  (2) Librational Motion of NH Bonds. It may be assumed
for fluctuations of they andg angle adjacent to a peptide plane that. NH. bonq vectqrs un.dergo' at Ieast two an"fergnt types of
(pi—1,¢). This has already been observed and discussed earliefnotion in a_S|muIat|on5 (i) the librational motion _W|th respect
for other proteing:2260-62 A few residues in this simulation of to the |_oept|_de plane (_|n- and_ out-of-plane _bendmg as well as
the BARK1 PH domain are exceptions to anticorrelation; all bond V|b_rat|on) associated with the force flgld parqmeters for
are located in flexible loops or at the C-terminal extension of the peptide plane geometry, and (i) rocking motion of the
the BARK1 PH domain and correspond to residues with large "elatively rigid peptide plane mainly due to dihedral angle
amplitudes of dihedral angle fluctuations. Their correlated fluctuations. The stretching of NH bonds was inhibited during
fluctuations ofy;_1 and ¢; with large amplitude facilitate the ~ the 7.6 ns MD trajectory using the SHAKE algorithm.
hinge-bending motion of loops. In contrast, the anticorrelation (&) Selection of a Residue-Fixed FrameThe bending
for smaller fluctuations of thepi_1 and ¢; angles within motion of the NH bond vectors can be visualized by transform-
secondary structure elements prevents the protein from unfoldinging the vector coordinates from the protein-fixed frame into a
due to Sing|e dihedral ang|e transitions. This |arge|y maintains residue-fixed frame. The choice of a residue-fixed frame is not

: readily apparent, for the following reasons. In general,ithe
19%0)22"2‘"‘%5’2‘?_’2% J. A Celin, B. R.; Karplus, M.; Wolynes, PNature peptide plane can be defined by thee N; vector and a vector

(61) Levitt, M. J. Mol. Biol. 1083 168 621—657. connecting any other pair of atoms in the peptide plane. It seems

(62) Wasserman, Z. R.; Salemme, F Bopolymers199Q 1613-1631. obvious to choose the second vector along one of the bonds
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Figure 4. Comparison of various choices of a residue-fixed coordinate S ) ) ]
frame. The order parameters for librational motion shown are in the Figure 5. Typical initial decay of the correlation function (a) and its

Wave number [cm™]

coordinate frames determined by the (4).85 and C_,C%, (b) Ci_1N; Fourier transform, the spectral density (b). The data shown here
and Ci_10_4, and (c) Gi_1N; and NC% bond vectors, as described in ~ correspond to M10 and were obtained from a 20 ps interval of trajectory,
the text. with protein coordinates being saved every integration step (2 fs). The

inset in (a) shows the first 300 fs of the time course @d(t)

AL demonstrate that this initial drop is caused by coarse sampling of the
attached to the ends of the;G=N; bond, but these bonds data. Solid circles in the inset correspond to a storage step of 2 fs (20

undergo bendlng mo“ons_ as well. We Inves_tlgated_ three different ps interval), while theCi.(t) data shown in open squares, connected
residue-fixed frames defined by the following pairs of vectors: by a line, were obtained with a 0.1 ps storage step (6 ns interval). The
(1) Ci-aNi and &-1C%; (2) Ci-aNi and Ci—10i—3; and (3)  apparent initial drop irCec(t) from 1 att = 0 to a value 0f~0.92 at
C'i—1N; and NC%. Figure 4 shows order paramet&is? of NH the next time pointt = 0.1 ps, depicted by open squares in the inset,
vector motions with respect to the three different residue-fixed is typically observed for the correlation functions derived from MD
frames calculated from the 6 ns MD simulation by using eq 3. simulations’?
The Sip? values derived in frames 1 and 2 are less sequence
dependent than those for frame 3. The observed sequenceut-of-plane angular motions for thé;GO;—1 bond vectors are
dependence is caused by the librational motion of th&*N 2.4 £ 0.2° and 5.2+ 0.3, respectively. The latter values are
bond that is reduced within regular secondary structure, in also reflected in higher average librational order paramé&gts
particular in central parts of the-helix. Furthermore, fluctua-  of 0.97 & 0.003 for the CO bond vectors. Order parameters
tions of thew angle contribute, to some extent, to the observed Sin> and fluctuation amplitudes of the NH bond vectors
displacement of the NH bond within the chosen residue-fixed calculated for thgBARK1 PH domain are in good agreement
frames because these fluctuations are independent of thewith those reported for lysozyme using the CHARMM force
librational motion of the NH bond® The fluctuations inw for field.%
the SARK1 PH domain are reduced within thehelix (6.6° (c) The Nature of the Initial Drop. Autocorrelation functions
on average) by about 30% compared to all other residues. Whileof NH bond vectors calculated from MD trajectories typically
the librational motion of the [C% bond has a considerable effect show an initial drop, i.e., a significant differenceQ(t) between
in frame 3, the combined librational motion of th&;GC'i—1 t = 0 and the next time point. It was assumed that the initial
and NC% bonds in frame 1 seems to compensate this effect. drop is caused by librational motion (vibration and bending) of
(b) Order Parameters for Librational Motion. The values  the bond¥®3and can be attributed to the finite storage step
of Sip? are largest when frame 1 is used. The mean values andSize® In this case, processes faster than the storage step get
standard deviations for frames 1, 2, and 3 are 0-828.005, lost. To elucidate the cause of this drop in detail, internal
0.925+ 0.005, and 0.9@: 0.01, respectively. Th&,2 values correlation function€i(t) were calculated from the 20 ps MD
derived in frame 1 were used for further interpretation of the trajectory sampled every integration step (2 fs). The initial drop
data. Thez-axis of this frame was chosen along thie @N;bond N Cioc(f), observed for a storage step of 0.1 ps, completely
of residuei. Thex-axis is lying in the peptide plane and pointing ~disappeared when the finest possible storage step of 2 fs was
toward the oxygen. In addition, theaxis is perpendicular to ~ USed (Figure 5a), consistent with the expected nature of this
both, thus completing a right-handed coordinate frame. Order Ph€nomenon. In addition, these finely sampled correlation
parameterS»2 reflect only the amplitude of motion relative to funct|o_ns also reve_zal pronounced h|gh-freq_u_ency oscillations on
the peptide plane to which a NH bond vector is attached. The a subpicosecond time scale. The superposition of an exponential
uniform profile of S? (Figure 4a) suggests that the bending decay and an oscillation clearly indicates that the underlying

motion of the NH bond vector is essentially sequence indepen- Metional process, namely, the in-plane and out-of-plane libra-

dent. Considering the observed diffusion-like character of the ions of the NH bond vector within this time scale, is not entirely
librational motion within a cone, the mean values %2 stochastic. These strong oscillations preclude accurate charac-

correspond to a cone semiangle of about.IBhe average terization of the ultrafast time scale behavior of the correlation
standard deviation of the in-plane angular motion of thie; N function by a direct fit to an exponential function, although a
bond vectors is 4.1+ 0.6°, whereas the average standard storage step of 2 fs provided a sufficient sampling of this time

deviatiqn of the out-of-plane angular mot'ion is 'A:QD.§°. For (63) Bruschweiler, R.; Case, Prog. NMR Spectrosd994 26, 27—
comparison, the average standard deviations of the in-plane ands.
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estimates of precision between two disparate methods, for the
simulated and experimental data for this case, large values of
order parameters have on average higher precision in the MD
simulation, whereas smaller values of order parameters have,
on average, higher apparent precision when derived fiftn
}Hjﬁ | spin relaxation experiments. This observation is consistent with
0s L ] the results of previous studi€®Values ofSymr? for the JARK1

I PH domain range from 0.02 to 0.98, with a mean value of 0.77
ool (the standard error of the mean$.03). Values ofSyp? are

' ' ' iy distributed between 0.04 and 0.92, and the mean value is 0.71

+ 0.02. The experimental and simulated order parameters are
greater than 0.8 for the secondary structure elements and drop
in the loop regions connecting them. In the case ofdARK1
PH domain, the order parameters decrease rapidly toward the
N- and C-termini, reaching values of almost zero, indicating
high local flexibility.

With only a few exceptions, the MD simulated order
parameters are lower than the values derived from NMR,
especially in the loop regions (Figure 6). The simulated order
parameters for the protein core are on average 6% lower than

Figure 6. Comparison of the (a) simulated and (b) experimentally the NMR-derived values (Table 1). The aver 2 within
derived squared order parameters for fiddRK1 PH domain, and (c) secondary structure elem(ents 0__&'30.01 is Ioﬁg than the

the difference betweeByp? andSywr2 Panel (d) depicts time window ; 5 . .
dependence of the simulated order parameters. Shown in this panefOrrésponding averaggwir® 0.89 + 0.01. It is not readily

are 10 sets of order paramete&s,2, calculated by using time intervals ~ @pparent what combination of factors is responsible for the
(windows) of 100, 200, 300, 400, 500, 600, 700, 800, 900, and 1000 Systematic discrepancy between the simulation and apparent
ps. For each time window, the whole trajectory was divided into the Sywr? these include the inaccuracy of ti§ derivation from
corresponding number of time intervals of equal length. The order experimental data, the inaccuracy of calculation of parameters
parameters were calculated separately for each interval and subsequentljrom simulation, and limitations of the force field and the
averaged over all intervals of a given length. representation of interatomic forces. This discrepancy could also
) o _ .. be attributed to the contribution of the NH bond libration to
scale of motion. However, the correlation time for the initial e simulated order parameters. While the time scale of the
drop could safely be estimated as being shorter than 0.1 pS.jiprational motions of the NH vectors is accurate, because the
For lysozyme, relaxation times of 0:2 ps were calculated. force field perfectly reproduces the experimental IR frequen-
To characterize in detail the motional process leading to the cjes84it is possible that this parameterization does not represent
initial drop, the Fourier transformation (spectral density in terms the magnitude of this motion accurately. The amplitude of
of wavenumbers) of the oscillating correlation function was |ibrational motion is determined by the kinetic energy, a function
examined with respect to the frequency components that showof the atomic mass and the velocity. While the mass of a
increased values of the spectral density. As an example, thenydrogen atom is accurately known, the average velocity is
correlation function and the spectral density for the NH bond temperature dependent. A comparison of librational order
vector of M10 are shown in Figure 5. In general, all correlation parameter§i,2 (Figure 4a) and maximal values Sfyr? (Figure
functions of NH bond vectors derived from the 20 ps MD  gp) suggests that the amplitude of librational motion is slightly
trajectory show increased spectral densities at wavenumbersyyerestimated in the MD simulation compared to the experi-
around 700 and 1200 crthwhich correspond excellently tothe  mental results: a uniform scaling of the simulated order
torsional §(NH), motion perpendicular to the peptide plane) parametersSup2, by a factor between $f,2 and 1 significantly
and bending ¢(NH), motion within the peptide plane) modes jmproves the comparison (Table 1). The SHAKE algorithm
of an amide NH bond This reflects the use of these motional  might be expected to affect the libration. Larger values of the
modes for the parameterization of the force fieldhe average  gimulated amplitude of librational motion were observed in MD
value of the order paramet&” determined in thg C'i-1N;, simulation for the model six-alanyl peptide without using
C%-1C%}instant frame from the 20 ps MD trajectory was 0.929  gHAKE (see above), so SHAKE is certainly not responsible
+ 0.009, in agreement with that for the full trajectory. The out- o, the apparent overestimate in the simulation.
of-plane motion of the NH and CO vectors of a particular
peptide plane is slightly anticorrelated, with an average cor-

relation coefficient of—0.32 + 0.08. No correlation was of the protein, namely the termini and the loops. Here, simulated
observed between the amplitudes of librational motion of NH order paraméters a?/e enerally lower thanpthe NI\/]R-derived
and CO vectors and secondary structure, in agreement with refs P 9 y

9 and 35. These high-frequency oscillations are not present in"?"“es-. Th'522h2a35282§§4”5 observed for many otf;er protein MD
the correlation functions for the backbone dihedral angles. simulations?y22.23.23223%5The order paramete®&n? calculated

(C) Comparison of Experimental and Simulated Dynam- over slices of the trajectory (Figure 6d) indicate that the low

. ; . ) values of Syp? in certain loop regions (residues N1@24,
ics. (1) Experimental and Simulated Generalized Order £/ "g /0 576 k77 D84—D8pG) and ot t(he termini (residues
Parameters.A comparison 2f the smglated and experimental S2-M4, K6, D7, Q108-S119) belong to a time scale of internal
squared order parametegip” andSur”, for NH bond vectors o, i which i probably around 500 ps or slower. The

is shown in Figure 6. Although it is difficult to compare the analyzed MD simulation of 6 ns length has not yet reached a

(64) Rey-Lafon, M.; Forel, M. T.; Garrigou-Lagrange, Spectrochim. full convergence for these motions, i.e., sampling of all possible
Acta 1973 29A 471-486. conformations according to the Boltzmann distribution. The low
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As expected, the largest deviations between NMR-derived
and simulated order paramet&g?2 occur in the flexible parts
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Table 1. Statistics of the Comparison of the Simulated and Experimental Spectral Densities, Order ParametéXsRatakation Parameters
at 600 MHz

mediart
AP — Asim (0p)2  (confidence interval) ADew zZd P(2¢  slopef t9 NP
J(0) alf" 4.5 0.22 0.51 17.5 168 0.85 7.7 82
(0.16, 0.32) (0.11)
J(0) corén 6.0 0.22 0.26 22 101t 0.68 4.6 44
(0.16, 0.31) (0.15)
J(0) core,u-scale= 0.926/kn -1.6 —0.09 0.26 —0.003 1.00 0.63 4.6 44
(—0.14,—0.001) (0.14)
J(0) core, scale= Spp2in -1.3 —0.06 0.26 0.75 0.45 0.65 4.6 44
(—0.12, 0.03) (0.14)
J(wy) alln 15.6 0.030 0.042 54 0 0.70 13.8 97
(0.026, 0.042) (0.05)
J(wn) coren 6.2 0.022 0.015 17.5 KES 0.60 4.8 52
(0.016, 0.027) (0.13)
J(wn) core,u-scale= 0.9361kn -0.9 —0.002 0.016 -9x 104 1.00 0.56 4.9 52
(—0.007, 0.002) (0.12)
J(wn) corescale= S0 -1.1 —0.005 0.015 —2.2 0.03 0.57 4.9 52
(—0.009,—0.001) (0.11)
J(0.87wy) all 16.0 0.003 0.004 34 160 0.72 7.4 97
(0.002, 0.004) (0.10)
J(0.87wy) core 21.4 0.003 0.002 23 1o 0.18 1.6 52
(0.002, 0.004) (0.11)
J(0.87wy) core,u-scale= 0.748k —-4.9 9.0x 107 0.003 8x 10*  1.00 0.14 1.7 52
(—0.0002, 0.0016) (0.08)
J(0.87wy) core, scale= Sjp?i! 15.3 0.003 0.002 18 o0 0.17 1.7 52
(0.002, 0.003) (0.10)
J(0.87wy) core,S72, S, S? scaled™ —-25 0.001 0.002 2.2 0.02 0.18 1.6 52
(0.11)
(—0.0005, 0.002)
Fall' 1.0 0.048 0.11 7.2 102 0.94 9.2 97
(0.036, 0.063) (0.10)
Score 6.0 0.042 0.05 13.9 103 0.05 0.6 52
(0.035, 0.059) (0.08)
S core,u-scale= 0.953k 1.4 -7 x 104 0.055 0.004 1.00 0.05 0.6 52
(—0.007, 0.018) (0.08)
< core, scale= Sp? -1.3 —0.022 0.054 —7.6 1014 0.04 049 52
(—0.030,—0.010) (0.08)
R; all-° 15.5 0.15 0.16 23 1016 0.56 9.0 97
(0.13,0.17) (0.06)
R; core® 7.4 0.11 0.06 16 16° 0.72 4.9 52
(0.10, 0.13) (0.15)
R, all° 7.0 0.71 1.36 12 16t 0.82 8.1 82
(0.51,0.97) (0.10)
R, core® 6.2 0.64 0.68 19 107 0.68 4.6 44
(0.51, 0.84) (0.15)
NOE, all°® 34.6 —0.045 0.30 —18.7 107 0.44 14.1 96
(—0.08,-0.02) (0.03)
NOE, coré® -12 —0.09 0.07 —-19 108 0.22 2.0 51
(—0.11,—0.05) (0.11)

a Average relative deviation AG*® — AS™M)/|A®®|, in percent, between the measured and simulated valadsedian value and mean absolute
deviation of the differences between the simulated and measured values of the corresponding parameters. Numbers in the parentheses indicate the
95% confidence interval for the medighOverall zscore value® The probability that the observed value of the overadcore could occur by
chance! The slope of the linear correlation between the simulated and observed values of the paraaiétersoffset + slope(4*¥). Indicated
in the parentheses are standard errors in this paranieistatistics determined a@s= slope/error(slope)! Number of residues included in the
analysis. All resolved residues were included in the analys@nly residues belonging to the protein core were used for the anaiysigform
(residue-independent) scaling was applied to simulated valAg%)s{ = As™/scale. The indicated values of a uniform scaling parameter were
optimized to yield the lowest absolute value of the overaltore,Z. The optimal uniform scaling for a 10%-trimmed data set was 0.943, 0.946,
0.69, and 0.952 fad(0), J(wn), I(0.87ww), andS, respectively! The simulated values were divided by the specified scaling param&t@fscale.

m Simulated values d&? were divided bySi,?, while those 0fS? andS? were multiplied byS;, prior to calculating the spectral densities; the values

of Sup? were not altered. This modification compensates approximately evenly for the effect of librations @& lottiS2. " Values ofJ(0) and

J(wn) presented here were derived by using method 1 of the reduced spectral density &diseaddaterials and Methods). Similar results were
obtained by using method 2 (Supporting InformatiohiJhe simulated values dR;, R, and heteronuclear NOE were derived from simulated
spectral densities according to standard expresdfomull treatment of the high-frequency spectral densities was applied, distinguishing between
J(a)H), J(LUH + wN), andJ(a)H - a)N).

values of order parameteSgp? for these regions of theARK1 transitions during a simulation of intermediate length could result
PH domain are then dominated by transitions of backbone in significantly reduced simulated order parameg&jis? in these
dihedral angles rather than by fluctuations of the dihedral anglesparts of the protein compared to the experimentally derived
within one particular conformation. A MD simulation so short values of Syur? (Figure 6). The equilibrium value from a
as not to sample a transition would result in larger than realistic converged MD trajectory might be larger when the transitions
simulated order parameters. Sampling only a few of these occur frequently on the time scale of the simulation, as was
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Figure 7. Microdynamic parameter§ andz, for the (a,b) ultrafast, (c,d) fast, and (e,f) slow motions of the backbone NH vectors observed in

the SARK1 PH domain MD simulation. These results were obtained by fitting the correlation functions of vector reorientations, obtained from the
simulated trajectory, to eq 4, as described in the Materials and Methods section. Also shown in panel (a) are librational squared order parameters
(open circles), for comparison.

also seen by Smith et &.Furthermore, these dihedral angle of the librational motion and the dihedral angle fluctuations for
transitions influence several NH bond vectors in the neighbor- residues belonging to the rigid and flexible parts of the protein
hood. This becomes obvious when comparing correlation backbone. The values &p? in the a-helix and most residues
functions of dihedral angleg andy with correlation functions of the -strands are dominated by the librational motion of NH
of NH bond vectors in the neighborhood. The characteristic time bond vectors. This is consistent with the earlier observation
course of the correlation function for a dihedral angle undergoing that the dihedral angle fluctuations are strongly suppressed in

a rare transition is reflected in correlation functidbsc(t) of the secondary structure elements, and so their contribution to
several NH bond vectors at the same titr(@ata not shown). the simulated order parameters is minor. The contribution of
The C-terminal extension of the-helix of the SARK1 PH dihedral angle fluctuations to the simulated order parameters

domain appears stiffer than that derived from NMR spin within S-sheets is somewhat larger than that for théelix.
relaxation experiments. We assume that the repulsion of theThese observations are confirmed by the calculated standard
five positively charged side chains R109, K112, K114, K116, deviations of simulated dihedral anglesandi, which are on
and R118 hinders the local motion. The distribution of charges, average 8.8for the a-helix, 14.8 for the 5-sheets, and 235
their compensation by shielding ions, and the “sample concen-for the loops and termini.
tration” (box size when using periodic boundary conditions) will (3) Parameterization of the Correlation Functions Pro-
influence the details of protein backbone dynamics. The vides a Glimpse into Local Dynamics on Different Time
ionization states of the side chains in the MD simulation were Scalesln addition to the overalf? reported above, time-scale-
described by assuming unit charges corresponding to pH 7dependent microdynamic parameters were derived from the
because experimental data were not available. One would notparameterization of.(t), according to eq 4. Air-tesf® was
expect that side chains in less compact and solvent accessiblaised to assess the statistical significance in the improvement
parts of a protein would differ extremely from their intrinsic  of fit by using six adjustable parameters (three time scales of
pKa values measured for free amino acids. But, the less restrictedmotion) versus four parameters (two time scales of motion).
motion of the C-terminus of th8ARK1 PH domain could be For all amides, the six-parameter fit was significantly better,
easily influenced by a change in the ionization state. Unfortu- with a confidence level greater than 99%. The order parameters
nately, accurate simulation of a specific pH value and interme- (S2, $% S?) and local correlation times(, 1, 7) derived from
diate side chain ionization states in MD simulations is still not the fitting procedure correspond to three time scales of motion.
yet practical for these time scales. The data are depicted in Figure 7, and the statistics are presented
This comparison of the simulated and experimental order in Table 2. Although this model function is just an analytical
parameters does not allow an assessment of the relative role oapproximation of the simulated correlation function, the three
motions on different time scales. The analysis of spectral time scales of motion may have physical meaning.
densities presented below resolves this problem, in part. (a) Ultrafast Motion. The order parameter§2 for the
(2) Librational and Dihedral Angle Contributions to ultrafast ¢, < 0.1 ps) processes are expected to be influenced
Simulated Order Parameters.As already pointed out in ref  mainly by the librational motion of the NH bond vectors. Indeed,
9, the values of5i,2 could be considered as the upper bound the calculated mean values §f and Si,2 are close, 0.88&
for the simulated order parameters, corresponding to the cased.029 and 0.926t 0.005, respectively. The individual values
of a rigid backbone, when dihedral angle fluctuations are of S2 are systematically lower than the librational order
ignored. The observed variation betwe&g” and Syp* along (65) Draper, N. R.; Smith, HApplied regression analysigohn Wiley
the protein backbone (Figure 7a) indicates different contributions & Sons: New York, 1981.
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Table 2. Average Values and Standard Deviations (in Parentheses) tions in conjunction with their correlation coefficients (cf. Figure
of the Derived Parameters for Simulated Backbone Dynamics in the 3). S2is close to 1 for residues wheye_; andg; angles change
PARK1 PH Domain in an anticorrelated manner and exhibit low amplitudes of
S? S & PSS T PS s PS fluctuations. The order parameté&3drop around residues P20,

secondary  0.903 0.978 0.941 0.071 944 517.0 E44,G76, and C83 as well as at the termini where andg;

structure  (0.015) (0.022) (0.069) (0.023) (7.69) (408.4) angles fluctuate in a correlated manner. The amplitudes of
loopsand ~ 0.869 0.883 0.679 0.162 14.10 3296 (jhedral angle fluctuations are similar in the loops and termini,

termini - (0.032) (0.098) (0.285) (0.118) (11.02) (2364) . qjngicated by both the order parame@#gFigure 7) and the
total 0.888 0.936 0.824 0.111 1152 4333 7 . ; .

(0.029) (0.082) (0.236) (0.092) (9.57) (353.7) Standard deviations of dihedral angles in Figure 3. In general,
larger values of; were obtained for loops and termini compared
to those for secondary structure elements. The local correlation
parameters, although the relative deviations are small (Figuretimes z; could be somewhat underestimated because of the
7), on average 4.1% (2.6% for the secondary structure). The gverestimation ofr,, as discussed above. Similar tg, this
difference is minor for residues in the-helix and more  should not significantly affect the spectral densities, since the
pronounced for residues in the loof$/52, $3/64, 6/57, and corresponding contributions to relevant spectral densities are
B7lo. as well as termini. The calculation dp? excludes small, see eq 5a.
contributions from reorientational motion of the peptide plane
(e.g., due to dihedral angle fluctuations) whereas tha®bf

(c) Slow Time ScaleThe slow time scale motion is caused
. mostly by dihedral angle transitions. These include either rare
does not; therefor&,? should be considered as an upper bound ansitions or slow but constant changes in dihedral angles. The
of S2 The reduced values &g? could be dug to fluctuations majority of low order parameterS2 belong to fragments in
in the backbone dihedral angles. The amplitudes ofytiend which the MD simulation is not yet fully converged with respect
y fluctuations in the 0.1 ps time frame, averaged over 10 000 {, the time scale of motion. The obtained local correlation times
such frames from the 20 ps trajectory with fine storage step, ;_are statistically not very precise, as their values are close to
indeed, show some increase concomitant with the decrease in,, beyond 600 ps, which is the maximum time we included in
S7 However, this increase is marginal, in most cases of the e fitting procedure for reasons of statistical significance. This
order of 10-15%, and cannot account for the observed g giso reflected in the uncertainties derived from Monte Carlo
difference betweer§? and Spp? in the flexible parts of the  gimylations. The local correlation timesseem to correspond
protein._ Besides the possible influence of the dihedral angle 4 Tioc derived from the'>N spin relaxation data. It is striking
fluctuations, the decreased order paramef¢rsould also result ot whenevero. is large and close to 1 ns, the fitted correlation
from the influence of the subsequent fast time scale of motion, timests are small, especially at the C-terminus of JERK1
as an artifact of the fitting procedure. Obviously, the ultrafast py qomain. For residues involved in a nonconverged motional
and the fast time scales of motion cannot be separated accuratelynode, this is a result of the underestimated overall order
when the time resolution d@(t) is greater tham,. Constrain- parametersSyp? used in the optimization as a constraint. A
ing S to the value of,” derived from the residue-fixed frame  converged MD trajectory would likely lead to higher equilibrium
did not improve the fit. The oscillatory behavior of the  qrger parameters and therefore larger values of fitted correlation
correlation functions calculated with 2 fs resolution (Figure 5) timesz. The quantitative agreement between fitted values
rendered derivation of? from these high-resolution data  anq NMR-derived local correlation times is poor. Again, the
impossible. model function used was chosen to obtain an analytical

The fit provides only a rough estimate of thevalues, since  expression of the correlation function but was mofpriori
the storage step size of 0.1 ps renders the fitted values of anticipated to display accurate time scales of motion in the
0.1 ps overestimated/imprecise. In this regard, the increasedphysical reality.
values ofr, (>0.2 ps) and a concomitant decreas&jhin the (4) Simulated Spectral DensitiesSimulated values of the
/334 loop and in the termini could be caused by dihedral angle gpectral density were derived from the fitted order parameters
fluctuations. This inaccuracy/imprecisionin however, is not S2 2 S? and local correlation times,, 71, 7s by using eq 5.
critical for the calculated values dfw), as the corresponding |t js impractical to fully reproduce the overall hydrodynamic
contributions to relevant spectral densities are negligible, seeotation of a protein the size of th®ARK1 PH domain . ~
eq sa. 8 ns) from a 6 ns MDsimulation. Therefore, we used the

(b) Fast Motion. The fast time scale motions have an average characteristics of the overall motion derived from the NMR
local correlation time of about 10 ps, while the slow motions relaxation measurements. The overall rotation of the protein was
are characterized by average local correlation times of 400 ps.assumed to be anisotropic and was characterized by an axially
The different time scales of motion are separated by at least 1symmetric diffusion tensor derived from the analysid%®f spin
order of magnitude and are therefore likely to be of some relaxation rate®; andRy: 7. = 7.94+ 0.21ps;D,/Dpy = 1.34
physical significance. With the exception of the ultrafast time =+ 0.07;® = 179.0 4+ 8.5°; ® = 94.0° £ 6.2°. Values of the
scale, low order parameters for a particular time scale are notspectral density obtained for isotropic overall motion did not
correlated with an increase in the corresponding correlation timesdiffer significantly from those for the anisotropic model, with
and vice versa. The fast time scale of motion of the NH bond the exception of residues in the-helix. Here, there are
vectors is caused by the fluctuations of dihedral anglesd systematic differences, name}=1n|Janisdw) — Jisof(w)|/n =
1 in a particular conformation. This becomes obvious from 0.35+ 0.07 forJ(0) and 0.025+ 0.005 forJ(wn), consistent
correlation functions for the dihedrals for residues in which with theo-helix orientation along the unique principal axi3;)
dihedral angle transitions are absent or calculated for intervals of the overall rotational diffusion tensor. Being well structured
which are free of dihedral angle transitions (data not shown). and quite rigid, thex-helix has to be treated with the anisotropic
These correlation functions show a decay on a comparable timemodel for the overall motion. Therefore, all the simulated values
scale, typically in the range of 10 ps. The corresponding order depicted in Figure 8 were calculated assuming anisotropic
parameter§? reflect the amplitudes of dihedral angle fluctua- overall motion.
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Figure 8. Comparison of the simulated (solid bars) and experimental (open bars) spectral density functid{03, (8)J(wn), and (c)J(0.87wy).
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deviations between the experimental and simulated spectral densities: hatched bars correspond to all residues (10%-trimmed) and solid bars to core
residues in thg8ARK1 PH domain.
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(5) Contribution to Spectral Densities from the Motions overall motion; this contribution is proportional §p? =
in Different Time Scales. Various time scales of motion  S25S?. The effect of protein dynamics on the high-frequency
considered here, represented by various terms in eq 5, havecomponent)(0.87wy), is more complex: the contributions from
different effects on the calculated spectral densities, as illustratedslow internal motions are comparable to or greater than those
in Figure 9. The spectral densities at the NMR-relevant from the overall motion. In this case, both the amplitu8g)(
frequencies are sensitive to the amplitudes but not the correlationand the correlation timerd) of the slow internal motion become
times of the ultrafast and fast motions. In general, due to their important for the calculation of spectral density. The slow
Lorentzian functional form (eqs 5 and 5a), the relevant spectral motion contribution scales as {1 S2)/S2 and therefore becomes
densities)(w) in eq 1 are sensitive to those correlation times  significant for lower values of the related order parameter.
that approach the inverse of the corresponding frequencies, (g) comparison of Experimental and Simulated Spectral
1/(0.8%w) (305 ps) or lby (2.62 ns). As can be seen from a  pensities Experimentally derived values of the spectral density
comparison of the contributions to spectral density from various ,nction Jwir(@) atw = 0, wy, and 0.8%y were calculated
terms in eq 5 presented in Figure 9, the relevant spectral by using the measurédN spin relaxation rates; andR,, and
densities are largely determined by the interplay between the peeronyciear NOE as described in the Materials and Methods
first and the last terms in eq 5a, related to contributions from section, egs lac. The data are shown in Figure 8. Several

the overall and slow local motions, respectively. Neglecting rogjqes were excluded from the comparison of the simulated
small contributions from the ultrafast and fast time scale motions 4 experimental(0) values: K16, G18, N19, T23, R27, R28
(see_ Figure 9), the relevant spectral densities can be ap-| 30 £33, G41, Ad5, E53, E54, Q;56, |7’3, R7,4, L8,1, anél Rloll;
proximated as follows: all these residues revealed a significant conformational exchange
2 contribution toRy.
- §'7

Jyp(0) ~ gsz\/IDZTc 14+ 1__ ~ gdZTCS\ADZ (6a) One would expect a good agreement between the simulated
5 %2 | 5 and experimental spectral densities dominated by the overall
tumbling for those parts of the protein that have high order
1— SSZ T2 parameters and converged motional modes. Experimental and
+ scN ~ simulated values af(0) in Figure 8 show a similar profile over
352 1+ (rsa),\,)2 the sequence of the protein. They disagree obviously for residues
25 1 —24 2 with unconverged motions for the NH bonds, namely for the
07 oy "Si” (6D)  joopsp12, B31B4, PBIAT, andBTla and the termini. Here, the
simulated order paramete8p? and therefore the simulated
spectral densitie3(0) are underestimated due to the unconverged
motions. The overali-score values are high (Table 1). A similar

Jup(wy) ~ %dZS\ADZTcileiz 1

Iup0.870,) ~ S 7, (0.87y) 2 x

1— ssz 1.7(0.870 )2 picture is observed fal{wy), although the overall ratio between
+ ceT T H (6¢) the simulated and the experimental values is much lower than
S? 1+ (140.87w,))? that forJ(0). Overall, the simulated(0) values and(wy) values

are slightly but systematically underestimated (by 6% on average
Here we assume. > wy~! and consider the isotropic overall for the core residues) compared to the experimental values
tumbling, for simplicity. The spectral densities @at= 0 and (Figure 8, Table 1). This holds for both the lower and upper
wn are practically controlled by the correlation time of the bound estimates of the experimental spectral densities (Sup-
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e B e N R p motion present in the simulation than in the real protein. There
are several possible explanations for this.

(a) Low-Frequency Spectral Densities)(0) and J(wn). The
calculated values of the simulated spectral densities depend on
the hydrodynamic characteristics of the protein, which were
derived directly from the experimental NMR data. This deriva-
tion uses a well-established procedure based onRiiB;
ratio*347.66-68 5g the errors in the hydrodynamic parameters are
expected to be minimal. The experimentally determined overall
rotational diffusion characteristics of the protein are in good
agreement with the results of hydrodynamic calculations using
the “bead-model® and assuming a hydration shell of 3.5 A
around the protein (data not shown). Although small errors in
the overall correlation time cannot be excluded, these would
have different effects 0d(0) andJ(wy), due to differences in
the 7. dependence of the low-frequency spectral densities, as

J0) [s7]

J(oy) 871

004 ¢ overall - follows from eqs 6a,b. For example, an underestimation. of
— T ultrafast B would result in a decrease ii{0) and, at the same time, an
o, 0037 A | increase iN(wy). Therefore, it is very unlikely that the observed
“3 0.02 A total 4 systematic overall underestimation of both simulaié®) and
2 ' 1) ‘, o J(wn) could be caused by an error in the derived hydrodynamic
o oo B PRI VI . characteristics of the protein.
= 0.00 S S A e The observed difference between the experimental and
0 20 40 60 80 100 120 simulated values qf(0) andJ(wn) could be attributed to a slight
Residue underestimation of the generalized order parameSgs$ (eqs

Figure 9. Comparison of the contributions from various terms in eq 6a,b). The unde_restlmated valuesSyb? for the protein cqre

5a to the spectral densities (D), (b) J(wn), and (c)J(0.87ws). The cannot be explained by the effeqt of an unconverged trajectory
thin solid, dashed, dotted, and dastotted lines represent contributions ~ (Figure 6d).Sup? values are derived directly from the whole
from the overall (macromolecular), slow, fast, and ultrafast motions, trajectory (eq 3) and therefore are independent of the para-
respectively, calculated for each amide group in#ARK1 PH domain. metrization of the correlation function. It is possible that some
The thick solid line corresponds to the total spectral density, calculated of the motional processes indirectly contributing to the resulting
by using eq 5. These calculations assume isotropic overall rotational amplitude of motion (§p? are less constrained in MD
diffusion with z. = 7.94 ns, for simplicity. The contributions from the  simulation compared to the case in a real protein. For example,
ultrafast and fast motions are practically negligible for all three spectral o agreement fa}(0) andJ(wy) improves when the contribu-

densities. The contribution t&(0) andJ(wy) from the slow-motion  inn from librational motion is taken out (e.g., by dividing the
term can also be neglected for most residues but becomes comparableresultin spectral densities b§i?) (Table 15 An optimal
to the overall motion term or even dominant in the casé&0f87wy). g sp b ; P

In panel (a), the macromolecular contribution overlaps the total for uniform scaling parameter of 0'93 fa(0) is S?m”ar to that for
nearly all residues. J(wn), 0.94, as well as to the uniform scaling of 0.96 for the

generalized order parameters. These numbers are also close to

porting Information) derived by using methods 1 and 2 of the the overall level ofSj,?. The MD simulation reproduced the
spectral density approa®h(see Materials and Methods). The time scale of the librational motion accurately. Therefore, one
disagreement between the experimental and simulated valuesould speculate that the amplitude of librational mot|on.m|ght
of J(0.87wy) is more pronounced: most simulated values for MOt be reproduced accurately by the used force field, a
the protein core are underestimated by—50% (16% on conclusion similar to that made on the basis of the analysis of
average for all residues, 21% for the core). & in rigid parts of the molecule. o

A direct comparison of the relaxation parameters, simulated v ,IAn alterna(tslve,r S%eitr?r:ﬁloﬂcff);ﬁl?ﬁa“?n d'jsaér:a;ms(ﬁl)
versus experimentally measured (Table 1), indicates a similar alues, €gs o, are determined 1ro e pro p% SO the
trend in these data: the simulaté&®l and R, values are simulated spectra] dens.'t'éﬁD(w.) also dlregtly depend on the
underestimated by6—7%. This is expected because the major strength of the dipolar Interaction. Th(_e dipolar coupling was
contributions to these relaxation rates come fi§f) andJ(wy), Ca(;;u,l&at?r%:irlter;:‘gs?slist#g:;ggatlhri(?tic}omnlsnilb’s\lel_r'vzgni(rjl iﬁinsgf\tl]; f
respectively. The discrepancy between measured and simulate&.‘ :

. . Simulation are at least 3 orders of magnitude faster than any
heteronuclear NOE values is more pronounced (Table 1): the o . . .
) . “characteristic frequency of spin transitions in the system. One
simulated values are overestimated by 59% (10% for the core); ~. . ; ;
S : e might expect that, on the time scale relevant for spin relaxation,
this difference, however, is not easily interpretable, because

i . o the effectivel®N—'H dipolar interaction is already somewhat
NOE values are determined by the ratio of a combination of Lo ;
. " reduced by these ultrafast librations of the NH bond; therefore,
the high-frequency spectral densitied(®y + wn) — J(wn —

o), 10 Ry. This comparison did not involve the reduced spectral the nominal bond length of 1.02 A used in the calculations will
density assumption: the simulated values of relaxation param- (66) Bruschweiler, R.; Liao, X.; Wright, P. Bciencel995 268, 886—
eters were derived from simulated spectral densities by using389(’é7) Leo L KR ML: Chazin W. 3. Palmer. A. G.. 2 Biomol

. . ee, L. K., Rance, M.; azin, . J., Palmer, A. G., Jl.slomol.
standard expressioffgelatingRy, R, and NOE to all relevant  \\ir1997 9, 287-298.
J(w) values. (68) Copie, V.; Tomita, Y.; Akiyama, S. K.; Aota, S.; Yamada, K. M.;

; it ; Venable, R. M.; Pastor, R. W.; Krueger, S.; Torchia, D.JAMol. Biol.
Since spectral densities represent the amount of motion at a1998 277 663-682.

particular frequency, comparison of the experimental and (69) de la Torre, J. G.; Bloomfield, V. AQ. Re. Biophys.1981 14,
simulated spectral densities suggests that there is more interna1—-139.
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already be increased compared to the actual bond length, toas mentioned above, might contribute to this difference, since
account for the effect of averaging. It is possible that the effect the productSyp? = S2S°S? has to be constant. 1§72 is

of the ultrafast motions is accounted for in our calculations underestimated, the other order parameters will be overesti-
twice: in the effective (scaled) bond length and in the order mated, hence the reduced contribution of the corresponding
parameterSyp2, containing the contribution from the bond terms in eq 5.

librations. To correct this, one could either remove the librational ~ To shed light on possible sources of the disagreement for
motion contribution fromSyp? or use a shorter (generic, J(0.87wy), various microdynamic parameters in eq 5a were
unscaled) NH bond length. As mentioned above, rescaling of varied. We found that some improvement was obtained when
the MD spectral densities or order parameters-8y-7% (Sip?) the contribution from librational motions was removed from
significantly improves the agreement f#0) andJ(wn); similar S2 and included in the apparent order parameters for both fast
results were obtained for generalized order parameters. The samgnd slow motions (a§2Si, andS2Sip). It is currently not clear
improvement is obtained when the NH bond length is set to a whether this rescaling 082 has any physical significance,
shorter value of 1.008 A, which is the actual bond length in the although no improvement was obtained by applying a similar
AMBER force field. Interestingly, if we scale this bond length procedure td? alone or by a uniform scaling of aik values

by (Sibd) Y8 to account for the effect of librational motion, we  ithin +50%.

get 1.02 A, in excellent agreement with the conventionally used \gerestimation of the errors in the derived experimental and
value of rnw. A similar averaging effect, due to librational  gjnjated spectral densities cannot be excluded and could also
motions although on a larger time scale, could account for an e, g higher-score values. However, to account for the large
increased effectiveny derived from residual dipolar coupling  jpserved-score values (Figure 8f), one would need to assume

measurements. _ _ _ ~5—10-fold underestimation of the uncertainties){.87wy),
A somewhat greater ratio of the experimental to simulated \yhich seems unlikely.

values forJ(0) as compared to that fawy) (hence greater
z-scores) could be due to small, undetectable, conformational
exchange contributions &, affecting the experimental values
OI ig(’il)'g'sti;fggc'f'c \I/arlagorrlls in the e:(;np:ltude al':dbo?er;tattlrc:n more pronounced in the protein core (Figure 8f), where the
0 neglected here, could aiso contribute 1o the trajectory is most close to convergence, than in some of the

apparent experimental values #{0) andJ(wy). Experimental : j ;
approaches to address this issue are currently being developecj.OOpS B1I52, 3154, f5I56) and in the C-terminus.

However, given the distribution of CSA values observed, it is
unlikely that this effect could lead to a systematic overestimation
of the experimental values.

The effect of an unconverged trajectory is another possible
source of errors. Unlike)(0) and J(wy), the disagreement
between the experimental and simulated valueX@B7wy) is

The finite length of the trajectory, which inevitably limits
the values ofrs derived here, is expected to result in the
underestimation of the correlation time for slow motions. One
would expect that a longer trajectory could result in greater

tiolr? f(; ?'lnc(;:gilso?s tITlfe:Jn?eelftzt('ﬂgt'sn;;!{?;;’g%?;’;gcéggzgl?l; values ofrs. As follows from egs 6, this in itself might somewhat
y y P . increaseJ(wy) (for s < llwny ~ 2.65 ns) but not the other

apparent bond lengths and should be subject to further experl-Spectral density components, &) is practically insensitive

mental investigation. to these motions (for the observ&? values) and)(0.87wp)

(b) High-Frequency Spectral Density, J(0.87wn). The can only decrease wheg increases above 1/(0.8%) ~ 305
nature of the disagreement between the experimental andjo

simulated values a¥(0.87wy) is more complex. The agreement
was only marginally improved after dividing the total amplitude
of motion by Sjp? (Table 1). The optimal uniform scaling of
Sup? (0.748) is significantly lower than that for the other spectral
densities. This spectral density component is expected to be
more sensitive to slow local motions tha®) andJ(wy), see,
e.g., eq 6. Therefore, the observed disagreemerl{@o87w)

(D) What Additional Information Is Available from
Spectral Densities That Could Not Be Derived from the
Order Parameters? The generalized order parameter provides
a rather global characterization of protein dynamics, which
usually does not permit dissection of various motional contribu-
tions. The comparison of the order parameter values here

A L - revealed differences in the simulated and measured amplitudes
is likely due to some combination of both overestimagtl of motion for the ARKL PH domain but did not allow an

and underestimated. This effect is not observed in the other . oo . . .
assessment of possible contributions from motions in various

spectral density components, probably because of the negligible . . . .
contribution from the corresponding slow motion terms in eq time scales. A more detailed understanding of motional con-

5a (cf. eqs 6). The disagreement between measured anGtribu'[ions can be obtained from comparison of the spectral

simulated values 08(0.87w) could then be related to either densities, due to their differential sensitivity to motions in
(1) inadequate representation of the slow motion processes byvanous time scales. For example, as demonstrated here, the

the force field or (2) errors in the parameterization of the speptral densitied(0) andJ(w) are most sensitive to the overall

correlation function, likely due to insufficient length of the rr;ggggé(;’;’:&i;ﬁﬁf;?'r?lz)‘;g)nga_?ha:alsoeﬁg?;?z;o‘grégfnc;:zcrjse?efrs
trajectory that limits the accuracy of fitting, in particular, for P! . ) gene pa ’
the slow motional processes. According to the model-free simulated and experimental, show a disagreement similar to that

analysis of experimental data (Supporting Information), many ggz?rs\ﬁdo;o; tre]itrsaﬁeggriitcijee:SItgfdrmegdggern'ret\k/]:a?eedtalrlzev
residues in thggARK1 PH domain are characterized by~ 1 feata/res that l\)/vere not availablg from the conventional com-
ns, which exceeds the time range fag(t) analyzed here. In

. N : o parison. In particular, it turned out that the observed disagree-
addition, the underestimation 6f? during the parameterization, ment for the spectral densitigéd) andJ(ww) is controlled by

(70) Ottiger, M.; Bax, AJ. Am. Chem. Sod99§ 120, 12334-12341. the underestimated simulated generalized order parameters,

(71) Fushman, D.; Tjandra, N.; Cowburn, D.Am. Chem. Sod998 probably due to overestimated contribution from the (ultrafast)
120, 10947-10952. iorati i i iy~

(72) Fushman. D.: Cowburn, 0. Biomol, NMR1999 13, 139147, librational motion. The dlsagreer_nent for the high frquency

(73) Fushman, D.: Tjandra, N.; Cowburn, D.Am. Chem. S0d.999 component, on the other hand, is likely due to the overestimated

121, 8577-8582. order parameters for slow internal motion, which is still much
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faster than the time scale of the overall rotation. While beyond than those experimentally measured. Some differences between
the scope of this paper, it is possible that fittigicould provide experimental and simulated spectral densities can be explained
useful additional parameterization of the force field used for by the still poor sampling of the slow motions. The systematic
simulations. decrease in the simulated spectral densities can be partially
In addition, the approach used here allows control over the explained by the amplitude of the ultrafast librational motion
accuracy and precision of the spectral density determination of the NH bond vectors with respect to the peptide plane which
from MD data. The derivation of spectral densities from the seems to be overestimated by the force field used. The inhibition
experimental data involves minimal assumptions, as opposedof the bond stretching using the SHAKE algorithm during the
to order parameter determination using the model-free approach\MD simulation decreases the amplitude of the bending motion.
The analysis of dynamics of protein with extensive flexibility, However, the effect is below the precision with which squared
using multiple approaches, is likely to aid significantly in  order parameters can be derived from NMR relaxation and MD
understand_ing the contribL_ltions of flexibility to structure and simulation. Analysis of simulated spectral densities might be
the role of ions and solvation. helpful in the future for the improvement of force field
parameterizations. The bending and stretching motion of NH
bonds is also responsible for the initial drop of the autocorre-
We have analyzed the simulated motion of the fully solvated lation functions of NH bond vectors when using a conventional,
BARK1 PH domain during an MD equilibrium simulation of 6  coarse-grained data-storage step in MD simulation. Autocorre-
ns and subsequently compared the results with experimental datdation functions derived from a trajectory with very small storage
derived from 15N spin relaxation data. Despite the long steps of 2 fs show strong oscillations due to the nonstochastic
simulation time, the motions underlying the NH bond vector character of the bond libration. Both the initial drop and the

fluctuation almost converged for residues within secondary oscillations prevent an accurate characterization of the ultrafast
structure elements but did not converge for many residues within motion of the NH bond vectors.
the flexible loops and at the termini. The NMR- and MD-derived

microdynamic .parameters suggest local correlation times of a Acknowledgment. S.P. gratefully acknowledges a postdoc-

few hundred picoseconds for secondary structure elements andora| fellowship from the Deutsche Forschungsgemeinschaft. The
up to 1 ns or more for some large-amplitude motions within computing resources were purchased with NSF Grant BIR-
loops and at the termini of the protein. Thus, MD simulations 9501845 D.C. and D.F. are supported by NIH Grant GM-47021.

performed on more complex and larger flexible systems such g p thanks R. Abseher and C. Francart for advice and comment.
as thefARK1 PH domain require an even longer simulation

time for convergence, more than 10-fold the maximal local
correlation time derived by NMR relaxation. This has been
already pointed o8 for BPTI and confirmed by our results.
The slow internal motions on a time scale of several hundred
picoseconds contribute significantly 3¢0.87wy) and partially

to J(wn). Here, the frequency and the amplitude of these motions
become important in determining their contributiord{@.87wy).

The simulated order parameters and spectral densities are lowedA0031117

Conclusions

Supporting Information Available: One table containing
experimentally derived model-free parameters for the backbone
NH vectors in thggARK1 PH domain and one table presenting
statistics of the comparison between the simulated and measured
spectral densities (PDF). This material is available free of charge
via the Internet at http://pubs.acs.org.



